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Managing Distributed Environments

Abstract

The trend toward distributed processing has
significantly increased the awareness of data
as a key corporate resource and underscored
the importance of its management. In spite of
this, there is a lack of empirical investigation of
issues related to data resource management
(DRM) in distributed processing environments.
Being perhaps the first empirical attempt, this
exploratory study identifies four information
systemns (IS) variables related to DRM in a dis-
tributed environment. It also seeks to examine
the notion of gestalt fit to describe the nature of
the relationships among these variables. In
addition, the study evaluates whether internally
congruent groups outperform their opposites in
realizing DRM success. The results of cluster
analysis support the view of gestalt fit by identi-
fying five clusters. The results also suggest that
organizations represented by a well-blended
configuration of high intersite data dependence,
high centralization of IS decisions, high con-
centration IS resources at the central site, and
low DRM-related autonomy granted to local
sites appear to realize a greater degree of
DRM success than the other groups. The impli-
cations of the study are discussed, and further
research directions are proposed.

Keywords: Data resource management, dis-
tributed processing, distributed databases,
gestalt fit, cluster analysis, autonomy,
centralization, intersite data dependence

ISRL Categories: Al0104, Al0401, Al0402,
Al0403, AIl0607, AlI0702, EGO10t1,
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Introduction

Significant developments in hardware,
telecommunications, and database technolo-
gies, accompanied by greater computer litera-
cy of end-users, allow organizations to be
more responsive by providing timely informa-
tion to users in widely dispersed locations
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(Cash et al. 1992; O’Brien 1993). To effectively
achieve this goal, organizations are moving
toward distributed processing systems that
allow local processing and storage of data and
greater end user control. Additional benefits
offered by these systems include greater flexi-
bility, enhanced reliability, faster response
time, lower costs, and improved performance
(Bray 1982; Cash et al. 1992). In order to real-
ize these benefits, organizations are downsiz-
ing or re-engineering fairly large and complex
systems to client/server and cooperative pro-
cessing environments (Charan 1991; Schlack
1991). However, in a distributed environment,
there is much greater propensity for prolifera-
tion of locally developed systems on a variety
of platforms. This results in redundant and
fragmented data sources with their accompa-
nying problems of data inconsistency, security,
and integrity. Thus, there is increasing need
for companies to recognize data as an impor-
tant corporate resource that they should care-
fully plan and manage (Niederman et al.
1991).

In many organizations, data resource manage-
ment (DRM) is responsible for a number of
data planning and DRM policy functions, such
as developing and enforcing data naming con-
ventions, data dictionary standards, and data
integrity and security policies (Guide 1977;
Kahn 1983; Tillmann 1984). The technical
DRM functions include managing operation of
the database, data modeling and design, data-
base protection, documentation, and education
and support (Auerbach 1975; Gillenson 1982;
Kahn 1983; Leong-Hong and Marron 1978;
Weldon 1981).

The complexity and the importance of DRM
increase significantly in a distributed process-
ing environment. In this environment, DRM
should support local autonomy and control
while ensuring adherence to an organization's
data management policies and standards.
Poorly organized DRM functions in distributed
environments can result in important corporate
information being locked in a variety of sys-
tems. This makes it difficult to compile, inte-
grate, and consolidate information, and to
interpret and share data across applications
and sites. Furthermore, conflicts may arise

2 MIS Quarterly/March 1998

among local sites and with corporate groups
on issues of responsibility, accountability, and
control over data resources, thereby affecting
organizational performance. On the other
hand, an effectively organized DRM function
offers a number of benefits such as reducing
errors and increasing the ability to access pre-
viously unavailable information (Goodhue et al.
1988).

Success of DRM requires a set of processes
for effectively formulating and implementing
DRM policies through data administration and
data base administration functions (Laudon
and Laudon 1991). A hierarchical structure
based on a central DRM with global responsi-
bility for DRM functions and local DRMs with
responsibility for DRM functions at local sites
has been proposed (Jain and Ryu 1988).
However, adequate guidelines for organizing
effective DRM functions in a distributed envi-
ronment do not exist (Goodhue et al. 1992a).

A DRM function can be considered effective
and successful if it meets key objectives such
as maintaining data integrity and data avail-
ability and allowing standard enforcement. The
effectiveness of the DRM function in a distrib-
uted environment is likely to depend upon
many factors including the need for sharing
information among the various sites, the role of
IS within the firm, the nature of IS leadership
style, the structure of the IS function, the pat-
tern of IS resource deployment across sites,
the demand for data security, and the organi-
zation of the DRM function. However, greater
DRM effectiveness results in conditions where
there is congruence among key IS factors. The
idea that congruence or fit among key organi-
zational and environmental factors yields
greater effectiveness underscores much of the
contingency theories of organizations. The
importance of the fit concept has been quite
extensively discussed in the organization theo-
ry and strategic management literature.
Several approaches for empirical testing of the
fit concept have been proposed (Venkatraman
1989; Venkatraman and Camillus 1984).
Researchers have suggested that high perfor-
mance results from a proper alignment/congru-
ence between the following: environment and
organizational structure (Burns and Stalker
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1961), strategy and structure (Chandler 1962,
Grinyer et al. 1980), strategy and managerial
characteristics (Hambrick and Mason 1984),
and strategy and reward systems (Norburn
and Miller 1981).

In the IS literature also, researchers have
begun to examine the effect of fit among orga-
nizational factors on IS performance. A taxon-
omy of possible alignments between 1S and
organizational structure has been presented
and the argument made that ensuring proper
alignment of the organization's structural
design and the structure of its IS function is a
strategic necessity for many organizations
(Leifer 1988). However, no large scale empiri-
cal study exists in the IS literature that
explores the concept of alignment/congruence
or fit between the relevant organizational fac-
tors and the performance of one or more IS
subfunctions, such as data administration.

The objective of this study is to examine how
the concept of fit can be applied to complex 1S
issues such as those related to designs of
effective IS organizations. Specifically, this
study focuses on the nature of interrelation-
ships among four IS factors and their impact
on DRM success. These IS factors include
intersite data dependence, reflecting the need
for sharing of data among the various sites;
centralization of 1S decisions, depicting the
structure of IS decision making; concentration
of IS resources, representing the pattern of IS
resource deployment across sites; and DAM-
related autonomy, reflecting the organization
of the DRM function at various sites. We
expect that congruence among these four IS
factors will enable corporations to realize
greater DRM success and propose a number
of congruent configurations. Cluster analysis is
relied upon to identify groups of firms that
share common characteristics along the four
IS factors noted above. This method of analy-
sis is most useful for evaluating fit among a
number of variables. The paper is structured
as follows: First, the conceptual framework for
the study is presented. The operationalization
of the constructs used in the study and evalua-
tion of their psychometric properties follows.
The data analysis approaches are explained,
after which the results are presented.

Managing Distributed Environments

Discussion of the results, their implications for
IS practice and research, limitations of the
study, and conclusions follow.

Conceptual Framework

The success of the DRM function in a distrib-
uted environment can manifest in several dif-
ferent ways. Success may be reflected by the
degree to which preset DRM objectives are
realized. In most organizations, DRM objec-
tives relate to improvements in efficiency and
effectiveness of the DRM function. Such objec-
tives include maintaining data integrity, accura-
cy, security, and availability; providing timely
data; designing efficient data distribution
strategies; enhancing operational efficiency;
setting and enforcing standards; facilitating
enhanced data sharing and reducing redun-
dancy; developing strategic data plans; and
training 1S personnel and end users, among
others.

In a distributed environment, success of the
DRM function depends on a number of IS fac-
tors. The limited amount of research in this
domain suggests that some of the key factors
that could influence DRM success include
intersite data dependence, centralization of IS
decisions, concentration of IS resources, and
DRM-related autonomy (Ceri and Pelagatti
1984; Goodhue et al. 1992a, 1992b; Jain and
Ryu 1988). Some of these factors, such as
intersite data dependence, may depend on the
nature of the product/market domains in which
the firm operates and the firm’s overall organi-
zational structure. Thus, the IS function may
not have much influence in determining the
extent of intersite data dependence. On the
other hand, the IS function may have a great
deal of influence on the degree of centraliza-
tion of 1S decisions, degree of concentration of
IS resources at the central site, and the leve!
of DRM-related autonomy granted to local
sites. The following sections will provide defini-
tions of each factor and discuss the impact of
their congruence on the success of the DRM
function.
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Intersite data dependence

The degree to which local sites (divisions or
departments) of an organization are functional-
ly interdependent influences to a significant
degree their need for sharing data. This deter-
mines the type of and the extent to which inter-
site data/information flow takes place
(Goodhue et al. 1992b). The term intersite
data dependence is defined as the need for
sharing data among the various business loca-
tions or sites.

Intersite data dependence is affected by the
design of overall organizational structure and
the interdependencies among the product/
market domains in which the firm operates.
Product/market interdependencies are signifi-
cant in the case of larger, divisionally struc-
tured firms that have pursued a strategy of
related diversification. Such firms typically
operate in a large number of product/market
domains that share market and technological
similarities. For example, consider a firm that
operates in banking, insurance, and real estate
markets. In this case, the various product/mar-
ket domains share significant similarities in
terms of their client bases as well as technolo-
gies used for delivery of products and ser-
vices. This situation leads to a complex web of
internal and external interdependencies that
must be managed effectively to realize syner-
gistic benefits. Effective management in such
an environment, however, requires a signifi-
cant amount of data sharing across sites,
resulting in higher levels of intersite data flow.

By contrast, unrelated diversified firms operate
in product/market domains that share little
market or technological similarities. Consider,
for example, a firm that operates in medical
electronics, jet engines and paper-making
machinery markets. Given the unrelated
nature of the product/market domains, the
potential for realization of market-related or
technologically related synergistic benefits
may be very limited. In such an environment,
each division may be responsible for its own
product development, manufacturing, market-
ing, and distribution. The need for sharing data
in such an environment is generally limited to
transferring financial information between the
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business segments/divisions and the corporate
office for financial planning and control purpos-
es. This results in low levels of intersite data
flow.

When the data/information flow is primarily
within local units, the need for global enforce-
ment of standards can be minimal. This results
in a reduced need for hardware, software, and
systems compatibility across sites. On the
other hand, when a significant amount of data
flow occurs among sites, compatibility and
standards become important and conflicts may
arise. In this environment, it is important to
have processes that promote cooperation and
aid in the resolution of conflicts between orga-
nizational units (Goodhue et al. 1992b;
Thomas and Burns 1982). In the absence of
coordination and control enabled by the DRM
function, important corporate information may
either get locked in incompatible local systems
or may get held up in turf battles of data own-
ership. This could cause delays when man-
agers need such information to make key deci-
sions affecting organizational performance.

Centralization of 1S decisions

Organizations differ on the extent to which IS
decisions are centralized. Decisions that typi-
cally fall within the domain of the IS organiza-
tion include technology acquisition, IS person-
nel management, selection of systems devel-
opment projects, and day to day IS operating
decisions. Centralization of IS decisions is
defined as the degree to which the authority to
make IS decisions is concentrated at the apex
of the IS organization.

Centralization of IS decisions regarding tech-
nology acquisition makes it easier to imple-
ment various standards, thereby ensuring
hardware and software compatibility across
sites. Furthermore, centralization of decisions
on systems development projects makes it
easier to control data redundancy and to
enforce uniform data-naming standards. Such
centralized IS decision-making structures are
deemed suitable for organizations that operate
in a single or a few related product/market
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domains where the level of intersite data
dependence is expected to be relatively high.
In such an environment, the need for compati-
bility of both hardware and software platforms
across sites is greatest and users at local sites
are not likely to have demands for many
unique pieces of data/information.

Decentralization of IS decisions is deemed
suitable for large, unrelated diversified organi-
zations because such organizations have a
low level of intersite data dependence.
Decentralization of IS decisions on hardware
and software acquisition and systems develop-
ment projects increases flexibility when select-
ing hardware and software and systems devel-
opment projects that best meet the needs of
the local environments. However, such flexibili-
ty may lead to incompatibility, making it difficult
to implement various standards. it may also
create data redundancy. But this may not be a
problem in conditions where intersite data
dependency is relatively low. Hence, designs
that either match high centralization of IS deci-
sions with conditions of high intersite data
dependence, or match low centralization of IS
decisions with conditions of low intersite data
dependence, are likely to result in higher DRM
success.

Concentration of 1S resources

In a distributed environment, IS resources
such as hardware, systems and application
software, data, and IS personnel can be con-
centrated to various degrees at the central
site. For example, companies may have large
mainframes located at a central site, while
mid-range and microcomputers may be distrib-
uted across various local sites. Similarly, the
IS development staff may either be located at
one central location or distributed to various
locations. Concentration of IS resources is
defined as the degree to which various IS
resources such as hardware, software, data,
and development staff are concentrated at a
central site.

Concentration of hardware and software
resources at the central site makes it easier to

Managing Distributed Environments

ensure compatibility among hardware and soft-
ware platforms. Furthermore, concentration of
other IS resources such as data at the central
site may facilitate closer control and manage-
ment of the data resources in terms of their
integrity, security, and compatibility. This may
also enable better enforcement of data stan-
dards. Moreover, concentration of IS
resources will facilitate development of a holis-
tic and comprehensive strategic data plan for
the entire corporation and support queries
requiring integrated information. Concentration
of IS resources may thus be most appropriate
for organizations with high levels of intersite
data dependence and high degrees of central-
ization of IS decisions where the need for
coordination and control of IS resources may
be the greatest. However, concentration of
resources also may lead to inefficiencies and
delays because all requests for data/informa-
tion will need to be channeled to the central
site for processing.

On the other hand, distribution of IS resources
throughout the organization will enable storage
of all the data relevant to each site at that site
and facilitate rapid responses to local queries.
Distribution of IS resources may be most
appropriate for organizations with low levels of
intersite data dependence and low degrees of
centralization of IS decisions, where needs for
adaptability and local responsiveness are the
greatest. Distribution of IS resources, however,
may result in longer response time for queries
requiring integration of information from vari-
ous locations. However, this may not pose a
major problem in an environment where inter-
site data dependencies are relatively low.

DRM-related autonomy

The term autonomy has been used quite
extensively in administrative sciences to indi-
cate how much power an organization has rel-
ative to its environment (Price and Mueller
1986; Selznick 1953; Van de Ven and Ferry
1980). Whereas centralization of IS decisions
relates to the extent to which the authority to
make IS decisions is located at the apex of the
organization, DRM-related autonomy is
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defined as the extent to which focal DRM units
independently perform their data resource
management functions.

Motivated by popular themes such as downsiz-
ing, empowerment, total quality management,
flexibility, and quick response to customers,
organizations all over the world increasingly
have realized that trust in and empowerment
of employees hold the key to business suc-
cess (Davenport and Short 1990; Hammer
1990). The theme underlying the autonomous
work group is that the motivation and satisfac-
tion of group members can be increased by
providing them with a significant level of auton-
omy in deciding how to perform a given job
(Hackman 1976; Nadler et al. 1979).

It is expected that more autonomy and
empowerment will motivate the local DRM
groups to work with greater zeal to achieve
DRM objectives. Additionally, greater DRM-
related autonomy can facilitate a number of
technically desirable features in a distributed
environment. For example, each site can oper-
ate independently and continuously with its
own data without requiring other sites to agree
on global data structures or definitions (Ceri
and Pelagatti 1984). For organizations with low
levels of intersite data dependence, low
degrees of centralization of IS decisions, and
low degrees of concentration of IS resources,
high levels of DRM-related autonomy may be
most appropriate. In such an environment, low
intersite data dependence and decentralization
of IS decisions allow for specific hardware and
software platforms that are customized to best
meet local needs. High levels of DRM-related
autonomy will further add to such flexibility and
may result in greater DRM success.

However, high levels of DRM-related autono-
my also can be a serious and contentious
issue in a distributed environment due to
potential biases. The danger is in favoring the
interests of local sites above the overall corpo-
rate interests. Furthermore, if too much DRM-
related autonomy is granted to sites, it can
result in systems with incompatible databases,
data structures, and data naming. It also could
lead to important corporate data being locked
in smaller, often incompatible, systems leading

6 MIS Quarterly/March 1998

to a chaotic operating environment. However,
in an environment with low intersite data
dependence, biases favoring local sites and
potential incompatibility of systems may not
pose a major problem.

Low levels of DRM-related autonomy may be
beneficial in instances where data resources
have to be managed to ensure a high degree
of standardization, security, and integrity. For
organizations with high levels of intersite data
dependence, high degrees of centralization of
IS decisions, and a high degree of concentra-
tion of IS resources, low levels of DRM-related
autonomy may be most appropriate. This will
ensure a high degree of standardization,
security, minimum redundancy, and greater
compatibility leading to increased DRM suc-
cess. However, too little autonomy may be
dysfunctional as it is incompatible with the
themes of empowerment, local ownership/
control, flexibility, and responsiveness in con-
temporary organizations.

Congruent configurations

Based on the above discussion, it is clear that
the four IS factors (intersite data dependence,
centralization of IS decisions, concentration of
IS resources, and DRM-related autonomy) are
intricately tied to the success of DRM. This
paper proposes that the success of DRM in
distributed environments depends upon the
proper alignment/fit among these four IS fac-
tors. A model depicting such congruence is
shown in Figure 1.

The notion of congruence reflected in the con-
ceptual model suggests that an organization's
position within this four-dimensional space
influences the extent of DRM success. For
instance, when an organization has a high
level of intersite data dependence, the need
for coordination and control of DRM activities
is much higher. In such a context, it appears
prudent to locate most of the IS resources at a
central site. Concentration of IS resources at
the central site enhances coordination of
resources, enables closer control, ensures
greater security, and resuits in greater efficien-
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cies in resource utilization. Also, centralization
of strategic and management control of IS
decisions will facilitate development of more
comprehensive long-term plans for resource
acquisition and usage in an environment
where most of the IS resources are concen-
trated at the central site and the need for data
coordination is high. Furthermore, in such an
environment, it appears logical to permit low
levels of DRM-related autonomy to local sites
in order to avoid proliferation of incompatible
databases, minimize data redundancy, and
permit greater sharing of common data across
multiple sites.

On the other hand, if the local units/sites are
independent of each other, as in the case of
an unrelated diversified firm, then intersite data
dependence is relatively low. In such an envi-
ronment, the need for local responsiveness of
DRM is much higher. Greater distribution of
the IS resources to local organizational units is
in order, as it permits greater flexibility in pro-
cessing information. It also allows more timely
responses to users’ information needs. In such
an environment, decentralization of |1S deci-
sions will facilitate development of hardware
and application architectures that are cus-
tomized to the needs of the local organization-
al units. Additionally, in these conditions, high-
er levels of DRM-related autonomy granted to
local sites will allow them to respond quickly
and effectively to the unique informational
needs of the site.

Not all organizations achieve congruence
among all of the four IS factors. For instance,
consider an organization with high centraliza-
tion of IS decisions accompanied by high con-
centration of IS resources at the central site
and low levels of DRM-related autonomy to
local sites. if such a firm is a fairly large and
unrelated diversified corporation operating in
multiple markets without much market or tech-
nological similarities, as already noted, there is
bound to be little, if any, intersite data depen-
dence. While there is congruency among the
first three IS factors, this configuration is non-
congruent with low intersite data dependence.
Although this firm will be able to function, it is
easy to visualize that the non-congruence
among the IS factors will lead to considerable
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delays and inefficiencies in responding to both
internal and external information needs. In the
same vein, consider an organization with low
centralization of IS decisions accompanied by
low concentration of IS resources at the cen-
tral site and high levels of DRM-related auton-
omy to local sites. If this firm is operating in
product/market domains that have high market
or technological similarities, then there is
bound to be a high level of intersite data
dependence resulting in a significant amount
of data flow between these sites. In such a
scenario, the lack of congruence can lead to a
duplication of efforts, difficulty in coordinating
and integrating information, inaccurate infor-
mation, and wasted resources.

Based on the previous discussions, in well-
designed distributed processing environments,
the configuration characterized by high inter-
site data dependence, high centralization of IS
decisions, high concentration of IS resources,
and low DRM-related autonomy is likely to
result in greater DRM success. Likewise, the
opposite configuration—characterized by low
intersite data dependence, low centralization
of IS decisions, low concentration of IS
resources, and high DRM-related autonomy—
is also likely to lead to greater DRM success.
Between these two extremes there may be
other congruent configurations where these IS
factors are at moderate levels. Various types
and levels of non-congruence may also exist,
which can hamper DRM success.

Thus, we posit that only the congruent combi-
nations of the four IS factors are expected to
be associated with greater DRM success.
Such a view is in accordance with the notion of
fit as a gestalt (Venkatraman 1989). The fol-
lowing hypothesis is proposed:

Organizations with internally congruent com-
binations of the four IS factors—intersite data
dependence, centralization of IS decisions,
concentration of IS resources, and DRM-
related—autonomy will display greater DRM
success than those without such congruence.
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Research Methodology

Data

Data were collected from firms across the
mainland of the United States through a sur-
vey instrument. An initial version of the survey
instrument was developed based on the theo-
ry-grounded operationalization of the various
constructs. This version was subsequentiy
refined through extensive pretesting with acad-
emics having significant expertise in databas-
es, distributed systems, data administration,
and management. The instrument was further
pilot tested with ten data administrators and
chief information officers from different firms in
a major metropolitan area in the Midwest. The
multiple phases of instrument development
and testing resulted in a significant degree of
refinement and restructuring of the survey
instrument as well as establishing the initial
content validity (Nunnally 1978).

Since larger organizations are more likely to
have well-established DRM functions and are
also likely to be operating in a distributed sys-
tems environment, Business Week's top 1,000
companies in the U.S. (Business Week 1989)
served as the target population. Given the
importance of this contemporary topic, the
questionnaire was personally addressed to the
ClOs of all the 1,000 firms after verifying their
names with the Directory of Top Computer
Executives (Applied Computer Research
1989). A total of 220 usable responses were
returned, providing a response rate of 22%.
Given that the survey was unsolicited and the
instrument quite complex, this response rate
can be considered satisfactory and compara-
ble to other studies in IS research (Raho et al.
1987).

The responding firms were generally large in
size (mean = 18,217; median = 6,000 employ-
ees) and represented a wide variety of indus-
tries in manufacturing (automotive products,
chemicals, pharmaceutical, electronics, etc.)
as well as in service (banking, insurance, utili-
ties, transportation, food services, retail) sec-
tors. There was an even distribution between
manufacturing and service sectors (51.4% in

Managing Distributed Environments

manufacturing and 48.6% in service). These
firms operated a fairly large number of facilities
(mean = 88) as well as a number of DRM sites
(mean = 11), suggesting that a distributed
environment is indeed a fair representation of
the organizations at the time of the study.?

Operationalization, validity, and
reliability of research constructs

An exploratory factor analysis using principal
components factor analysis with varimax rota-
tion was performed to examine the unidimen-
sionality/convergent validity (Nunnally 1978) of
each predefined muiti-item construct. A joint
factor analysis (using all the indicator items of
all the antecedent variables) employing the
same factor extraction and rotation approach
was employed to determine discriminant validi-
ty (Price and Mueller 1986). The four common-
ly employed decision rules (Hair et al. 1979)
were applied to identify the factors: (1) mini-
mum eigen value of 1; (2) minimum factor
loading of 0.40 for each indicator item; (3) sim-
plicity of factor structure; and (4) exclusion of
single item factors from the standpoint of parsi-
mony. Reliability was evaluated by assessing
the internal consistency of the indicator items
representing each construct using Cronbach'’s
alpha (Cronbach 1951). Previous research
suggests a value of 0.60 to 0.70 to be accept-
able in exploratory research (Yoon et al. 1995,
p. 92). As will be detailed, the results affirm
that all of the scales display satisfactory levels
of reliability with alpha values much higher
than the minimum threshold.

The resuits of factor analysis relating to unidi-
mensionality/convergent validity are shown in
Appendix A. Details of the indicator items used
for operationalization of variables, factor load-

2An analysis of these demographic variables across the five

clusters of firms derived in this study is discussed later. In
light of the fact that the largest 1,000 firms in the U.S. were
sampled, that there was an even distribution of both manu-
facturing and service sectors, and, furthermore, that all of
the industry segments in both manufacturing and service
sectors were fairly well represented, the resuits of this
study can be generalized to large firms in practically all
types of industries.

MIS Quarterly/March 1398 9

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Managing Distributed Environments

ings, reliability evaluation, and descriptive sta-
tistics for intersite data dependence, central-
ization of IS decisions, concentration of 1S
resources, DAM-related autonomy, and the
two measures of DAM success are also pro-
vided in Appendix A. These measures are
briefly described below.

Intersite Data Dependence

Intersite data dependence captures the extent
of interdependence among various business
locations (sites) in terms of the intensity of
information flows among the sites. Information
flow was classified into four categories: online
transactions, batch updates, regular report
generation, and ad hoc queries. Respondents
were asked to indicate the proportion of data
involved in each category as a percentage of
the total amount of data within the organization.
For each data category, the intensity of data
flow between sites was measured using a
seven-point scale ranging from (1) very little to
(7) great extent. The proportion of data flow
within each category was multiplied by its
intensity. Factor analysis of these four mea-
sures resulted in a single factor explaining
54.7% of the total variance. The composite
measure of intersite data dependence is con-
structed as the sum of the proportion of data
flow within each category weighted by its inten-
sity. The extent of intersite data dependence
(mean = 4.304) appears to be moderate.

Centralization of IS Decisions

Centralization of IS decisions is defined as the
degree to which the authority to make IS deci-
sions is located at the apex of the IS organiza-
tion. The measure of centralization of IS deci-
sions uses 24 of 37 decision items originally
developed by Pugh et al. (1968). These items
were selected based on their appropriateness
and were adapted to represent a wide range of
IS decisions. Respondents were asked to indi-
cate which level of management had the
authority to make each decision. Management
levels were represented on four-point scales

10 MIS Quarterly/March 1998

ranging from (1) lower management, (2) mid-
dle management, (3) chief information officer
or ClO, and (4) above the ClO. Respondents
were asked to leave out items that were not
relevant to them,

Factor analysis of the 24 items revealed four
factors explaining 66.9% of the total variance.
As shown in Appendix A, these factors repre-
sent centralization of IS decisions pertaining to
management of IS personnel, selection of
hardware and software, IS operational control,
and IS project planning. Mean values of items
with highest loading on each factor are used
as measures of the degree of IS centralization.
Factor loading and reliability coefficients are
shown in Appendix A. As can be seen, the reli-
ability coefficients are satisfactory. The mean
values for these four measures of centraliza-
tion ranged from 1.77 to 2.48, indicating that,
on average, the locus of decision making falls
between ClO and middie management.

Concentration of IS Resources

Concentration of IS resources was measured
as a percentage of each of the four categories
of IS resources: hardware, application soft-
ware, data, and IS personnel located at central
vis-a-vis local sites. Factor analysis of the four
items yielded a single factor explaining 83.4%
of the total variance. The factor loading ranged
from 0.88 to 0.93. The extent of concentration
of IS resources is represented by the mean
score of these four items. Higher values on
this measure denote higher resource concen-
tration at the central site. As can be seen from
Appendix A, the reliability of this construct is at
a satisfactory level. The sample mean of
72.9% indicates that, on average, a very high
percentage of IS resources is concentrated at
the central site.

DRM-Related Autonomy

The measure of DRM-related autonomy cap-
tures the degree to which local DRM units
independently perform the data resource man-
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agement functions for their sites. Twenty-eight
items were used to represent the DRM activi-
ties (Durell 1985; Gillenson 1982; GUIDE
1977; Kahn 1983; Leong-Hong and Marron
1978, Tillmann 1984). The respondents were
asked to indicate whether each of these activi-
ties was predominantly carried out at the local
level, central/corporate level, or jointly at both
levels. Each item was scored as (1) if the
activity was entirely performed at the local
level, (0) if the responsibility for the activity
resided at the central/corporate level, and (0.5)
if the responsibility was shared by both.
Respondents also had an option to choose
“not applicable” if a particular DRM activity was
not performed.

Factor analysis of the 28 DRM-related autono-
my items resulted in three factors explaining
67.6% of the total variance. These three fac-
tors correspond with the paradigm of three
management levels (Anthony 1965). As can be
seen from Appendix A, the three factors repre-
sent the levels of autonomy with respect to
operational control DRM functions, manage-
ment control DRM functions, and strategic
planning DRM functions. DRM-related autono-
my for each of the three levels was evaluated
by the mean score of the individual items with
highest loading on each factor. The reliability
of these three measures of DRM-related
autonomy is satisfactory. The autonomy
scores range from O to 1 with higher scores
indicating greater autonomy. The mean values
of these three measures range from 0.17 to
0.23 indicating that, on average, the local sites
have low levels of DRM-related autonomy.®

DRM Success

While there is a vast body of research on defin-
ing and measuring IS success, there is no sin-
gle measure that covers all aspects (see
Delone and MclLean (1992) for a comprehen-
sive summary). In light of the difficulties in

3The low values appear to be reflective of the nature of dis-
tributed database environment prevailing at the time of the
study. However, in view of the skewed values, caution must
be exercised while interpreting the results.

Managing Distributed Environments

establishing a direct link between IS success
and organizational performance, user satisfac-
tion, or user information satisfaction (Bailey and
Pearson 1983; Ives et al. 1983) has emerged
as a good surrogate measure. Even though
DRM is a subset of the IS function, a direct
application of IS success measures is likely to
result in inappropriate scope and lack of preci-
sion. More specific and detailed measurement
is necessary to evaluate DRM success.

In past research, the performance of data
administration usually has been operational-
ized as a self-reported single-item scale mea-
suring the degree of success (successful, par-
tially successful, or unsuccessful) of data
administration in an organization (Gillenson
1982; Kahn 1983). Problems with relying only
on such single-item scales are quite well
known (Galletta and Lederer 1989). In light of
these inadequacies, DRM success was evalu-
ated by two different measures: (1) extent to
which preset DRM objectives are achieved
and (2) the overall success in implementation
of the DRM function.

Achievement of DRM Objectives: Twenty-
two items were used to represent various DRM
objectives. Respondents were asked to indi-
cate on five-point scales ranging from (1) not
successful to (5) very successful the extent of
success in achieving each of the 22 DRM
objectives. Factor analysis of these 22 items
resulted in five factors explaining 69.8% of the
total variance (Appendix A). These five factors
represent achievement of DRM objectives
related to database administration efficiency
and effectiveness, strategic planning and infor-
mation requirement analysis, training and con-
sulting, standard setting and enforcement, and
improved data sharing and reduced data
redundancy. As can be seen from Appendix A,
the reliability of these five measures is at a sat-
isfactory level. Mean values of items with high-
est loading on each of the five factors are used
as measures of success in achieving DRM
objectives. The mean values of these DRM
success measures range from 3.0 to 3.8, sug-
gesting that, on average, the respondents
believe that they have been able to achieve an
above average degree of DRM success. A
composite measure of overall achievement of
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DRM objectives was also developed by aggre-
gating the five individual scales.

Overall Success: This measure of DRM suc-
cess is analogous to the measures used by
Kahn and by Gillenson. Respondents were
asked to indicate on a seven-point scale rang-
ing from (1) not successful to (7) very success-
ful the overall success in implementation of
DRM functions. The mean value of 4.2 for this
construct indicates that, on average, the
respondents believe that they have realized a
better than average level of success in imple-
mentation of DRM functions.

Discriminant Validity of Antecedent and
Outcome Variables

A joint domain factor analysis was performed,
including all of the items used to develop the
four original antecedent research constructs.
The result provides significant support for fac-
torial/discriminant validity of the measurement
scales (see Appendix B). Seven factors
emerged in this analysis. Intersite data depen-
dence, concentration of IS resources and
DRM-related autonomy emerged as single fac-
tors. Centralization of IS decisions emerged as
four subfactors. All 28 items of DRM-related
autonomy loaded on a single factor without
any cross-loading onto the four subfactors of
centralization of IS decisions.* This result reit-
erates the conceptual distinction across these
two constructs. The factor loadings were quite
high and ranged from 0.43 to 0.89; the seven
factors explained 70.8% of the total variance.

Unlike in the antecedent variable domain,
achievement of DRM objectives was the only
multi-indicator variable of DRM success, with
the other variable, overall success, being a
single-item scale. Hence, there was no need to
perform joint factor analysis to assess discrimi-
nant validity in the outcome variable domain.
As already noted earlier in unidimensionality

“Note, however, that the three subfactors of autonomy hat
emerged during unidimensionality assessment were used
in the subsequent statistical tests so as to not lose the finer
granularity of analysis it affords.
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checks, factor analysis of 28 DRM objective
items resuited in a five-factor solution with sat-
isfactory factor loading that ranged from 0.54
to 0.85 and explained 69.8% of the total vari-
ance. Overall, the various factor analyses
results demonstrate satisfactory support for
both convergent and discriminant validity of
the scales developed to measure the
antecedent variables as well as the scales
developed to measure DRM success.

Zero-order correlation among all the IS vari-
ables are shown in Table 1. Descriptive statis-
tics as well as interitem reliability coefficients
(Cronbach alpha) are also displayed in this
table. The results of zero-order correlation
between the DRM success measures indicate
significant correlation (r = 0.37-0.57;
p < 0.001) between the five dimensions of
achievement of DRM objectives and the mea-
sure of overall success. This also provides evi-
dence for criterion validity of the measure of
achievement of DRM objectives (Nunnally
1978). Of the two measures of DRM success,
the measure of objective achievement is more
comprehensive and focuses on specific DRM
functions within an organization. This measure
is therefore examined in detail in subsequent
statistical analyses presented in this paper.
The single item measure, overall success, is
used as another indicator of DRM success to
provide a more complete picture.

Methods of Analysis

The fit or congruence among the four IS fac-
tors is viewed within a multivariate perspective
as one of gestalt rather than one of a bivariate
fit between each pair of factors. As set forth in
the conceptual model, the congruence among
the four IS factors is expected to be related to
enhanced DRM success. As elucidated in prior
research, cluster analysis is recommended as
the most appropriate statistical technique for
examining such a fit (Venkatraman 1989).
Cluster analysis is a technique for grouping
individuals, cases, objects, or entities (firms in
this study) into groups. It differs from other
techniques such as discriminant analysis pri-
marily because of the data inductive approach
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in deriving the number and characteristics of
the groups/clusters which are not known prior
to the analysis (Afifi and Clark 1990). It must
be noted that this technique is exploratory in
nature. Primarily, this approach seeks to draw
out groups whose internal membership is high-
ly coherent in terms of the various
attributes/characteristics of objects/entities that
are of interest while simultaneously distin-
guishing each group from other groups. This
usually is achieved by maximizing the
Euclidean distance (of orﬁginal variables or
their transformation to standardized form)
and/or Mahalanobis distance (Afifi and Azen
1979). This study made use of the K-Means
clustering technique using the Quick Cluster
routine available in SPSS software.

Results

Given the exploratory nature of the research
study, we experimented with culling out a dif-
ferent set of clusters consisting of two, three,
four, five, and six groups, and used different
options (Euclidean and Mahalanobis distance).
Regardless of the option, it was imperative to
meet the final goal of deriving a parsimonious
set of clusters that could be clearly distin-
guished from one another. To evaluate the dis-
tinctiveness of each derived cluster, equality of
variable means across the clusters was tested,
using the F-test. A five-cluster solution was
chosen based on meaningfulness of the pat-
tern of relationships among the variables
(Hambrick 1983). Table 2 shows variable
means and standard deviations related to each
of the five clusters (columns 1 through 5). F-
values and significance levels associated with
the test of equality of variable means across
the five groups are shown in column 6. The
last column shows pairs of clusters where the
variable means are significantly different.

As can be seen from Table 2, both the F-tests
and the results of tests of significance of pair-
wise contrasts indicate that the group means
of these five clusters are significantly different
except in the case of autonomy on strategic
DRM functions. Clusters one and two appear
to be internally congruent while the remaining
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three clusters are non-congruent. Cluster one,
relative to the other clusters, represents a
group of firms with high intersite data depen-
dence, high centralization of IS decisions, a
high concentration of IS resources, and low
levels of DRM-related autonomy. Just the
opposite characteristics are depicted by cluster
two firms. This cluster represents a group of
firms with low to moderate intersite data
dependence, a low centralization of IS deci-
sions, low concentration of IS resources, and
high levels of DRM-related autonomy. Table 2
further shows that clusters three, four, and five
depict firms with varying levels/types of non-
congruence among IS factors. Table 3 pre-
sents the same results in a summary form cat-
egorizing the group means of each antecedent
variable as “high” (H), “moderate” (M), and
“low” (L).

As can be seen from Table 3, cluster three
firms display moderate levels of intersite data
dependence, a high degree of centralization of
IS decisions, a moderate degree of resource
concentration, and low levels of DRM-related
autonomy. Whereas high degree of centraliza-
tion of IS decisions and low levels of DRM-
related autonomy are congruent, this pattern is
noncongruent with moderate levels of intersite
data dependence and moderate degree of IS
resource concentration. Cluster four firms
exhibit a moderate degree of centralization of
IS decisions, which fits with the moderate lev-
els of DRM-related autonomy. However, these
firms display the lowest levels of intersite data
dependence and also low degree of concen-
tration of IS resources leading to a fair degree
of non-congruence. Cluster five further illus-
trates a condition of non-congruence among
the IS factors. The firms in this cluster exhibit
high levels of intersite data dependence, a low
degree of centralization of IS decisions, mod-
erate levels of DRM-related autonomy, and a
moderate degree of resource concentration.
The source of non-congruency for firms in this
cluster is predominantly their high intersite
data dependence and low centralization of IS
decisions.

The central thesis of this study was that organi-
zations with internally congruent IS factors will
outperform (in terms of DRM success) those
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Table 3. Summary of Cluster Analyses Results: Five Clusters?

Congruent Groups Non-Congruent Groups
Group 1 Group2 | Group 3 Group 4 | Group 5
Variables (n =24) (n=41) (n=29) (n =22) (n =38)
Intersite Data Dependence . A M L H
Centralization of IS Decisions: H M I=
Management of IS personnel H M 1
Selection of hardware/software H M L
IS operational control functions H M L
IS project planning H M L
Concentration of IS Resources M L M
DRM-Related Autonomy on:
Operational DRM functions L M M
Management control DRM functions | @ & H L M M
Strategic DRM functions b H M H M

aCluster groups derived from K-Means procedure using Owck Cluster analysis of SPSS. H (High), M

(Moderate), and L (Low) indicate relative magnitude of the group means on each variable across five

clusters.

organizations that lack such a congruence.
One-way ANOVA was used to test for perfor-
mance differences across the five clusters
identified above. As noted earlier, achievement
of DRM objectives and overall success are
used as indicators of DRM success. The
results are shown in Table 4. Columns 1
through 5 show the mean values and the stan-
dard deviations of respective DRM success
measures for each of the five clusters. Column
6 presents the F-values, degrees of freedom,
and significance levels. For each DRM success
measure, clusters where the mean values are
significantly different from each other are iden-
tified and presented in column 7.

As can be seen from Table 4, the results
appear to partially uphold the central thesis of
the study. The F-tests indicate that the group
means of these five clusters are significantly
different on the composite measure of
achievement of DRM objectives and two of its
subfactors: (1) achievement of DRM objectives
with respect to training and support to IS and
end user and (2) enhanced data sharing and
reduced data redundancy. The group means
also are significantly different on the measure
of overall success. Cluster one firms, which
displayed a high level of congruency among

16 M!S Quarterly/March 1998

the four IS factors, appear to have realized
high levels of DRM success. These firms dis-
play the highest mean ratings on all measures
of achievement of DRM objectives: database
administration efficiency and effectiveness;
strategic planning and information requirement
analysis; training and support to 1S and end-
user; standard setting and enforcement; and
enhanced data sharing and reduced data
redundancy. The mean ratings on these mea-
sures (maximum score of 5.0) represent high
levels of success in achievement of DRM
objectives. Furthermore, cluster one firms
achieved the highest mean rating on the com-
posite measure of achievement of DRM objec-
tives and also on the seven-point scale repre-
senting overall DRM success. These mean
values are significantly higher than those of
other non-congruent clusters as shown in col-
umn 7 of Table 4. Firms represented by cluster
two, another congruent group, also display
high levels of DRM success. This group also
attained higher mean ratings than the non-con-
gruent clusters on almost all measures of DRM
success. Firms represented by the remaining
three non-congruent clusters (clusters three,
four, and five) appear to generally display
lower levels of DRM success.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



‘+'0>d, '500>d,, 100> d...

"8|qe)} 8y} Ul SI8YI0 |[B 10} G O} | SI i B|IYM B|qeLBA SIY} 10 £ O} | SI 8buel 8|eds,

'sasAjeue Jojoej uj pabiawa Jey) s10}0ejgns (8Al) ay} Jo a)sodwoDq

‘sdnoig) J8)SN|D PAALIBP By} SSOIO. SB|GBIBA SS929NS By} UO S8oUaIByIp Jo doueoliubls ajen|eAa 0} YAONY ABM-8UQe

Managing Distributed Environments

«(SPL 'P) ¥89°€ [(80°L) 64S¥ [ (S1°1) 000V | (b2')) YIL'E 2SS3IDINS lIeldA0
«~(8Y1 'v) 8vye |(£8°0) 8L1E [(#6°0) 988°2| (26°0) 061°C Aouepunpay ejeq
paonpay pue Buueys eieq ‘s
su(8F1L ‘V) 210°L |(60°1) S21°€ [(06°0) L22°€|(SO°L) ¥8L°E Juawadiouy
pue Buimes piepuels ‘p
S18SM pu3 pue G|
(YL ') £96°2 |(82°0) evee [(69°0) 852°€ | (EL°0) 2SLE 0} woddng pue Buurel) g
sulty ) ‘P) vOe'L [(82°0) Ly1'e |(26°0) £91'€|(98°0) 92272 sisheuy "bay oy
pue bBuiuueld aibajens g
su(8Y1 V) ¥60°1L |(£2°0) €22°€ [(£9°0) 689°E | (2£°0) LEL'E SSBUBAINDBYT pue Aduaioy]
uojjelisiuiwpy aseqeleq ‘|
10} pajejal
S9AI93IGO WHA JO JUBWaARIYIY
(871 ') L1812 [(S5°0) 628°€ [(25°0) 0EE°E | (89°0) 892'E qSeAnoalqo
. WHQ JO JUBWBA3IYIY ||eI3A0
sanjep (8e=u) | (eg=u) | (62=uw) | (p=u) | (bz=u)
Iseqjuo) yueayiubis (‘Bisryp) 4 gdnoiy | pdnoin | gdnoin | zdnoin L dnoin sajqeuliep juapuadaq
sdnouy juanibuos-uoN sdnouy juanibuon
sdnouy Jaysn|d jo (*a's) ueapy

¢S9|qelIeA S$S399NS WHQ 40} sdnouy 1asn|) aAl4 SS019Y YAONY Aepm-auQ v ajqel

MIS Quarterly/March 1998 17

c
R
[)]
2
IS
S
@«
o
=
>
IS
<
h=
2
©
o
=
9
<
S
S
o
c
je
3=
[S]
>
©
o
—
o
o
S
S
@
<
i
=)




Managing Distributed Environments

Conventional wisdom would suggest that larg-
er firms may devote a greater amount of
resources to the DRM function and pursue
DRM activities more systematically, thereby
realizing greater success in their DRM efforts.
It is also possible that the nature of industry
might influence the level of importance and the
amount of attention devoted to the DRM func-
tion. For instance, firms in service industries
that are usually more information intensive,
such as banks and'insurance companies,
might be expected to pay greater attention to
data management than firms in other indus-
tries. It is, therefore, prudent to test for the
potential confounding effects of such factors
on the relationship of the fit among the IS fac-
tors and DRM success. Hence, the study test-
ed for differences among the five clusters in
terms of industry representation (service vs.
manufacturing) and organizational size as
reflected by number of DRM sites and number
of facilities operated by the firms. The results
indicate that there are no major differences
between the firms in the congruent and non-
congruent clusters on these three demograph-
ic characteristics. Thus, the findings are not
confounded by these demographics.

Discussion and
Implications

Cluster analysis technique proved to be useful
in deriving distinct and meaningful clusters
from the data. Clusters one and two were
internally coherent and meaningful. Cluster
one represented firms with high intersite data
dependence. The IS organization within these
firms is characterized by high centralization of
both operational and strategic 1S decisions.
These organizations have also managed to
retain and concentrate practically all of the IS
resources such as hardware, software, data,
telecommunications, and personnel at their
central site. This configuration allows for
greater control over IS resources and ensures
hardware and software compatibility across
the organization. Furthermore, the low level of
autonomy granted to local sites on DRM func-
tions facilitates data standardization, reduces

18 MIS Quarterly/March 1998

data redundancy, and helps maintain data
integrity. This results in a smooth flow of accu-
rate and quality data/information between units
of the organization which is most critical to
organizations with high intersite data depen-
dencies. The findings presented here are con-
sistent with the arguments on the appropriate-
ness of centralization of IS decisions for orga-
nizations with high degrees of functional inter-
dependencies (Goodhue et al. 1992b).

Organizations represented by cluster two have
IS characteristics opposite those organizations
in cluster one. These firms have low intersite
data dependence and have most of their IS
resources distributed to local sites. These
organizations have further decentralized
authority to make operational and strategic IS
decisions to lower levels of management.
Moreover, local sites within these organiza-
tions also enjoy the highest levels of autonomy
and control over their DRM functions. This
configuration permits greater adaptability and
faster response to local needs that is essential
for firms that operate in distinctly different
product/market domains where intersite data
dependencies are relatively low.

Overall, cluster one and two firms appear to be
highly congruent and yet different (statistically)
from each other on all of the IS characteristics
except on the level of autonomy on strategic
DRM functions, as indicated in Table 2. This
suggests that, regardless of the degree of
autonomy designed for the local sites, there
may be a tendency to retain the authority to
manage strategic DRM functions at the central
site. This is because strategic DRM decisions
may best be handled at the central site in
order to provide unity of strategic direction. As
noted earlier, firms represented by clusters
three, four, and five display varying degrees of
non-congruency among the IS factors. The
cluster five firms have perhaps the worst inter-
nal fit.

The results further indicate that organizations
within cluster one have achieved the highest
level of DRM success. As noted above, the
design of the IS function in these organizations
is characterized by high intersite data depen-
dence, high centralization of 1S decisions, high
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concentration of IS resources, and low DRM-
related autonomy. The results appear to rein-
force the concept that the fit or congruence
among a set of key organizational variables
yields greater effectiveness. On their own, high
degrees of centralization and low DRM-related
autonomy may be stifling and tie up the organi-
zation in excessive bureaucracy. This could
render the organization inflexible and non-
responsive. However, the internal congruence
that is achieved when these IS factors are
matched with conditions of high intersite data
dependence and high concentration of IS
resources enables achievement of greater
DRM success.

While the results appear to suggest unequivo-
cally the relevance and importance of gestalt
fit as indicated by the superior performance of
the internally congruent cluster one, the same
argument cannot be forcefully made for the
other equally internally congruent cluster two.
At this stage, we can only speculate that tech-
nological changes such as powerful/cost-effec-
tive workstations and LANs have enticed some
organizations to migrate to distributed environ-
ments earlier than they otherwise might have
done. Requisite organizational changes such
as formulating DRM policies, creating data
standards, and educating end-user developers
on data hygiene should precede or at least
accompany such a move. However, consider-
able time and organizational learning is
required for effective implementation of these
changes. It may also be noted that the study
was performed in 1989, when the DRM con-
cept was just being accepted as a reality in
companies. Consequently, it may be too early
for the distributed DRM environment to yield
benefits.

Implications for management
practice

With the increasing trend toward distributed
systems, it is imperative that IS managers
evaluate the importance of the key IS factors
in designing effective IS organizations. The
findings of this study emphasize the need to
design IS organizations that are internally con-

Managing Distributed Environments

gruent in order to realize greater effectiveness.
Specifically, the focus of this study on DRM
underscores the importance of managing data
resources in a distributed environment. The
congruent structures identified in this study
provide IS managers with a benchmark
against which they can compare the design of
their own DRM functions.

Implications for future research

Rapid changes occurring in the information
systems area often require study of the prob-
lems and issues for which a well established
theory or conceptual model does not exist. The
encouraging results of this study indicate that
the concept of fit is useful for studying complex
and messy organizational issues such as data
administration.

Although there was no evidence of differences
across the cluster of firms that emerged in this
study in terms of some of the demographic
factors (e.g., size, industry type), it may be
necessary to fine-tune the analysis by a more
extensive study of specific industries/environ-
ments. This may serve to validate the salience
of the clusters that emerged in this study. For
instance, it is possible that concerns of data
standardization and sharing may be more
important in service industries such as banking
and insurance than for manufacturing compa-
nies with multiple plant sites. Replications of
the study need to be conducted across differ-
ent environmental settings to further validate
the existence of such gestalt fit among the IS
factors and the success of the DRM function.
Furthermore, this study considered only four IS
factors. There may be a number of other rele-
vant factors that may influence the effective-
ness of the DRM function in distributed envi-
ronments, such as overall organizational struc-
ture, leadership style/culture, role of IS, data
security requirements, and constraints
imposed by the migration/evolution path of the
distributed environment. These factors can be
considered for inclusion in future studies.

Finally, data resource management is only one
of the many responsibilities of the IS function
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within an organization. It would be insightful to
apply the concept of fit and the method of clus-
ter analysis to study other complex IS-related
issues such as new application development
and data center operation.

Limitations

Due to limited resources, the study was
restricted to only four key antecedent variables
and two aspects of DRM success. These are
not necessarily the only variables of impor-
tance. Other variables, as noted in the previ-
ous section, may be important. In order to
attain a high level of responses, only the CIO
of each organization was solicited. While hav-
ing a high level of confidence in the quality of
information gathered—because the respon-
dents were very senior executives in IS func-
tion—there is still potential for method/report-
ing bias since the same executive provided
information on both the antecedent and depen-
dent variables.

Conclusions

Lack of an established theory on design of
data resource management for distributed pro-
cessing environments motivated us to under-
take this exploratory study. In light of increas-
ing recommendations from recent studies
(Niederman et al. 1991) to treat data as a cor-
porate resource and the importance of the
DRM function in distributed environments, this
study is both timely and significant. However,
being exploratory in nature, it should be con-
sidered as setting the stage for further work in
this domain. While many organizational
researchers have made assertions on the
importance of fit among key organizational
variables and have promoted the need to go
beyond viewing fit from bivariate to a multivari-
ate perspective (Venkatraman 1989), there is
a lack of empirical studies. This is one of the
earliest attempts to conceptualize fit as gestalt
and empirically validate such a view through
cluster analysis. This study further examines
performance differences among the groups of
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firms identified through the cluster analysis.
The results of this study provide significant
support for the concept of gestalt fit among the
variables that were examined.
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Appendix A

Individual Factor Analysis for Undimensionality/Convergent
Validity Check

The following indicator variables were suitably reworded, randomly assigned and cast as questionnaire
items. Operationalization of each construct, the results of factor analyses of the study’s variables, fac-
tor loadings, interitem reliability (Cronbach’s alpha), and descriptive statistics of each of the factors are
displayed.

1. Intersite Data Dependence (DEPEND): Responses were sought on the proportion of each of the
following four classes of data w; (out of the total data within the responding firm) and the extent of
data flow across sites x, on a 1 to 7 scale (1 = very little and 7 = significant extent). A weighted
aggregate would represent the extent of the intersite data dependence. A single factor emerged in

factor analysis.
Factor
Loadings
1. Online Transactions. 0.624
2. Batch Updates. 0.694
3. Regular Report Generation. 0.853
4. Ad hoc/Unscheduled Queries. 0.766

Intersite Data Dependence =2 w, x;fori=1to 4

where w; = proportion of i'" category of data out of total amount of data processed
x; = extent of data flow of i category across the sites (on 1 to 7 scale)

Cronbach’s a = 0.7237; Interitem Correlation = 0.396; Mean (S.D.) = 4.304 (1.648)

2. Centralization of IS Decisions: Responses were sought as to the level of management to whom
the decision making on each of the indicated 24 information systems (IS) activities is delegated even
if others have to confirm the decision. Value of 1 assigned if locus of decision making is lower IS
management, 2 for middle level IS management, 3 for CIO, and 4 for above the CIO level. Four (out
of 24) indicator variables were dropped out after multiple runs of factor analyses (with varimax rota-
tion) as they failed to meet preset decision criteria. Finally, four factors of IS decision-making struc-
ture emerged, which were labeled as:

A. Centralization of decisions related to management of IS personnel (CENTR-1: Five indicator
variables; Cronbach’s a = 0.9140; Interitem Correlation = 0.680; Mean (S.D.) = 2.484 (0.617))

Factor

Loadings
1. Determining the number of IS supervisors required. 0.702
2. Appointment of IS supervisory staff. 0.852
3. Promotion of IS supervisory staff. 0.851
4. Salary increase of IS supervisory staff. 0.784
5. Dismissal of IS supervisor. 0.819
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B. Centralization of decisions related to selection of hardware and software (CENTR-2: Five
indicator variables; Cronbach’s a = 0.8797; Interitem Correlation = 0.594; Mean (S.D.) = 2.338

(0.515))

Factor

Loadings
1. Selection of type or brand for new main-frame computer. 0.667
2. Selection of type or brand for new PCs/Workstations. 0.673
3. Selection of type or brand for DBMS software. 0.819
4. Selection of type or brand for data dictionary. 0.800
5. Selection of type for data communication service. 0.786

C. Centralization of decisions related to IS operational control (CENTR-3: Five indicator vari-
ables; Cronbach’s a = 0.8511; Interitem Correlation = 0.588; Mean (S.D.) = 1.769 (0.588))

Factor

Loadings
1. Scheduling development tasks. 0.560
2. Setting standards for data definition. 0.795
3. End-user training methods to be used. 0.816
4. To determine data access control method. 0.748
5. To (re)schedule responsibilities/areas of work of senior analyst/programmers. 0.546

D. Centralization of decisions related to IS project planning (CENTR-4: Five indicator variables;
Cronbach’s a = 0.7894; Interitem Correlation = 0.429; Mean (S.D.) = 2.413 (0.429))

Factor

Loadings
1. To determine a new systems development project. 0.689
2. Setting end-user requirements priority. 0.632
3. “Buy or development” decision for application software. 0.682
4. Creation of a new information center. 0.636
5. Creation of a new project team. 0.585

3. Concentration of IS Resources at Central vis-a-vis Local Sites (RESOURCE): Responses were
sought on the proportion (as a percentage) of the total of each of the following IS resources that
were retained at central site vis-a-vis distribution to local sites. An aggregate would represent IS
resource availability at central site. A single factor emerged in factor analysis.

Factor

Loadings
1. Mainframe/Mini Computers. 0.928
2. Data Sources. 0.926
3. IS Personnel. 0.875
4. Application Software. 0.922

Cronbach’s a = 0.9369; Interitem Correlation = 0.788; Mean (S.D.) = 72.9% (30.8%)
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4. DRM-Related Autonomy (AUTONOMY): Responses were sought as to whether each of the indi-
cated 28 DRM activities were carried out predominantly at local/divisional, central/corporate, or both
local and central levels. A value of 0 assigned to central, 0.5 to both, and 1 to local level responses.
These 28 indicator variables split into three factors in factor analysis (with varimax rotation) mapping
Anthony’s (1965) paradigm.

A. Autonomy on operational control DRM functions (12 indicator variables; Cronbach’s a =
0.9654; Interitem Correlation = 0.699; Mean (S.D.) = 0.184 (0.281))

Factor
Loadings
1. Evaluate and select hardware and software including DBMS, data dictionary, etc. 0.652
2. Logical and physical database (re)design. 0.650
3. Develop and monitor database performance measure. 0.736
4. Develop end-user support policies. 0.784
5. Monitor and maintain data integrity and security. 0.729
6. Resolve database operational problems. 0.748
7. Maintain DBMS and related software. 0.842
8. Maintain data dictionary/directory. 0.672
9. Support application systems designers that use DBMS. 0.681
10. Enforce database operation standards. 0.781
11. Database performance tuning. 0.799
12. Data communication administration. 0.702

B. Autonomy on management control DRM functions (13 indicator variables; Cronbach’s o =
0.9415; Interitem Correlation = 0.553; Mean (S.D.) = 0.232 (0.288))

Factor
Loadings
1. Assess impact of changes in technology and information requirements on data. 0.542
2. Develop global and local data dictionary. 0.577
3. Analyze data requirements, both global user view and local user view. 0.751
4. Data distribution (fragmentation and allocation of data to local sites). 0.583
5. Set standards for data definition/naming convention. 0.558
6. Set data security standard. 0.606
7. Set policies and procedures for database backup and recovery. 0.685
8. Enforce standards for data definition. 0.619
9. Training and educating end users. 0.573
10. Maintain consistency and compatibility between local sites. 0.617
11. Liaison with systems and application analyst. 0.667
12. Liaison with programmers. 0.674
13. Liaison with end users. 0.739

C. Autonomy on strategic planning DRM functions (three indicator variables; Cronbach’s « =
0.8022; Interitem Correlation = 0.575; Mean (S.D.) = 0.171 (0.285))

Factor

Loadings
1. Development of strategic plans for data as corporate resource. 0.732
2. Define database goals in support of DP and organizational goals. 0.717
3. Development of long-range plans for DB to achieve database goals. 0.786
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5. DRM Success: The degree to which DRM was successful was measured by multiple methods as
follows:

Extent to which DRM Objectives are Achieved (DRM-OBJECT): Responses were sought on the
extent of success in achieving each of the indicated 22 DRM objectives on a 1 to 5 scale (1 = not
successful and 5 = very successful). Three (out of 22) indicator variables were dropped out after
multiple runs of factor analyses (with varimax rotation) as they failed to meet standard decision crite-
ria used in research. Finally, five factors of the extent of success in achieving DRM objectives
emerged. These were labeled as:

A. Database administration efficiency and effectiveness objectives (six indicator variables;
Cronbach’s a = 0.8001; Interitem Correlation = 0.400; Mean (S.D.) = 3.787 (0.698))

Factor

Loadings
1. Maintaining data integrity. 0.831
2. Maintaining data accuracy. 0.797
3. Maintaining data security. 0.624
4. Providing timely data. 0.712
5. Maintaining data availability. 0.759
6. Efficient data distribution. 0.542

B. Strategic planning and information requirement analysis objectives (four indicator variables;
Cronbach’s a = 0.8806; Interitem Correlation = 0.648; Mean (S.D.) = 3.011 (0.846))

Factor

Loadings
1. Developing strategic plans for data as corporate resource. 0.819
2. Developing long-range plans for database. 0.713
3. Identifying your company’s information needs. 0.846
4. Establishing priorities of information needs. 0.789

C. Training of/support to both IS personnel and end users’ objectives (four indicator variables;
Cronbach's a = 0.7508; Interitem Correlation = 0.430; Mean (S.D.) = 3.317 (0.759))

Factor

Loadings
1. Training end users. 0.753
2. Providing consulting to end users. 0.744
3. Training data processing personnel. 0.605
4. Providing consulting to data processing personnel. 0.602

D. Standard setting and enforcement objectives (three indicator variables; Cronbach’s a =
0.8161; Interitem Correlation = 0.597; Mean (S.D.) = 3.196 (0.966))

Factor

Loadings
1. Maintaining data dictionary. 0. 777
2. Setting standards for data definition. 0.763
3. Enforcing data standards. 0.697
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E. Enhanced data sharing and reduced data redundancy objectives (two indicator variables;
Cronbach’s a = 0.7363; Interitem Correlation = 0.583; Mean (S.D.) = 3.214 (0.854))

Factor

Loadings
1. Reducing data redundancy. 0.807
2. Promoting data sharing. 0.815

Overall Success (SUCCESS): Response was solicited on the extent to which DRM functions have
been successfully implemented in the firm on a 1 to 7 scale (1 = not successful and 7 = very suc-
cessful).

Cronbach’s a and Interitem Correlation N/A (being single-item scale); Mean (S.D.) = 4.158 (1.229).
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Appendix B

Joint Factor Analysis/Discriminant Validity Check for
Antecedent Variables®

Indicator
Iltems AUTONOMY CENTR-1 CENTR-2 CENTR-3 RESOURCE CENTR-4 DEPEND
AUT1 .5991
AUT2 .7050
AUT3 .6837
AUT4 .8039
AUTS .7328
AUTE .8848
AUT7 .7959
AUTS8 .7543
AUT9 .7605
AUT10 .8112
AUT11 .8544
AUT12 .7483
AUT13 8136
AUT14 .8440
AUT15 .7380
AUT16 .8012
AUT17 .8517
AUT18 .8613
AUT19 .8868
AUT20 .8879
AUT21 .7296
AUT22 6693
AUT23 .8731
AUT24 .8483
AUT25 .8485
AUT26 .7338
AUT27 .8682
AUT28 7773
CEN1 7175
CEN2 .8587
CEN3 ; .8564
CEN4 .7909
CENS5 .8140
CEN7 6819
CEN8 6571
CEN9 .8007
CEN10 .7902
CEN11 7731
CEN16 .5810 4431
CEN19 .7907
CEN20 .7940
CEN21 .7481
CEN22 5558
CEN12 6266
CEN15 .4624 5556
CEN17 .6533
CEN18 .4478
CEN23 5726
RESO1 .7958
RESO2 .8087
RESO3 6150
RESO4 .7097
DEPND1 5647
DEPND2 .7280
DEPND3 .8489
DEPND4 .7566
Eigen Value 20.38 8.165 2.556 2.022 1.993 1.747 1.535
Cum Variance  36.4% 51.0% 55.6% 59.2% 62.8% 65.9% 68.6%

20nly factor loadings greater than 0.40 shown; Final factor analysis (CEN6, CEN13, CEN14, and CEN24 dropped out).
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